
THE DEATH OF THE 
SYSADMINS
… and their resurrection as Resilience Engineers, Application Managers, 
Chaos Engineers

Thomas Fricke thomas@endocode.com

Secure Linux Administration Conference (SLAC), May 7, 2018

mailto:thomas@endocode.com


HI!

   Thomas Fricke

thomas@endocode.com

CTO Endocode

● System Automation
● DevOps 
● Cloud, Database and Software 

Architect
● K8S since September 2015



By Rama, CC BY-SA 2.0 fr, 
https://commons.wikimedia.org/w/index.php?curid=11276454

By Bill Bertram, CC-BY-2.5, 
https://commons.wikimedia.org/wiki/File:Atari_1040STf.jpg

MY FIRST COMPUTERS
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SITUATION TODAY

● 95% still on premises (Urs Hölzle)
● 5% in the cloud
● We will see 50%-50% in a few years
● Market Leaders

○ AWS
○ Azure
○ Google



THE DATACENTER IN THE AGE OF ABUNDANCE
History

● Disks
○ disks of rotating rust: perform 200 disk seeks (I/O Operations per second, IOPS), 
○ Five years ago we converted all customer databases to SSD with about 20.000 to 50.000 IOPS
○ Future: millions of IOPS. Fundamentally, IOPS are not a limited resource any more

● Network
○ Five years ago, we converted the first systems to 10 GBit/s at scale, 
○ Today: 400 MBit/s to 1 GBit/s per Thread (so a 50 core system gets a dual-25 GBit/s network cards
○ Mellanox: with a large two digit number of 100 GBit/s Interfaces. 
○ leaf-and-spine architectures: getting the 1 GBit/s per thread on the entire path between any thread and any 

disk in our data center, concurrently
● Latency

○ In the past 500 µs (1/2000 of a second) and more likely in the low milliseconds
○ Today:  below 200 µs.
○  Add scary stuff such as RDMA/RoCE to the mix, and we may be able to routinely crack the 100 µs barrier. 

That makes writes to the data center sized fabric as fast or faster than writes to a slow local SSD



THE DATACENTER IN THE AGE OF ABUNDANCE
STATEMENT

● Today we are at an inflection point, 
● Each of the three limiters, IOPS, bandwidth and latency, have been throughly vanquished

“We can now build a system where the data center sized fabric at scale provides 
bandwidth and latency comparable to a system bus of a slow home computer (and 
is consecutively faster the smaller the domain gets). We can build machines the 
size of a data center, up and past one million cores, that provide essentially 
enough coupling to be able to act as a single machine.”



THE DATACENTER IN THE AGE OF ABUNDANCE
HARDWARE

The building blocks are Open Compute Racks at 12 kW a piece.

The Open Compute Project (OCP) is an organization that shares designs of data center products among companies, including Facebook, 
Intel, Nokia, Google, Microsoft, Seagate Technology, Dell, Rackspace, Cisco, Goldman Sachs, Fidelity, Lenovo and Alibaba Group.
The Open Compute Project's mission is to design and enable the delivery of the most efficient server, storage and data center hardware 
designs for scalable computing. "We believe that openly sharing ideas and specifications is the key to maximizing innovation and reducing 
operational complexity in the scalable computing space

https://en.wikipedia.org/wiki/Open_Compute_Project
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https://en.wikipedia.org/wiki/Fidelity_Investments
https://en.wikipedia.org/wiki/Lenovo
https://en.wikipedia.org/wiki/Alibaba_Group
https://en.wikipedia.org/wiki/Open_Compute_Project


SOFTWARE STACK

● The operating system of the 
machine is Kubernetes.

● The units of work are 
container images. 

● The local API is the 
Linux Kernel API.

http://blog.koehntopp.info/index.php/2088-the-data-center-in-the-age-of-abundance/

http://blog.koehntopp.info/index.php/2088-the-data-center-in-the-age-of-abundance/


 Google Cloud Platform

 

GOOGLE
Everything at Google runs in 
containers:

• Gmail, Web Search, Maps, ...
• MapReduce, batch, ...
• GFS, Colossus, ...
• Even Google’s Cloud Platform: 

our VMs run in containers!

We launch over 2 billion 
containers per week



CONTAINERS

● Isolation based on Linux

● No Hypervisor necessary

● 30% more efficient than 
virtual machines  (jd.com)

● Efficient distribution format

● Docker made it popular

● OCI (Open Container Initiative) is a standard

● Available for more than a decade

● Google runs everything in a 
container since the mid 2000s



 

Greek for “Helmsman”; also the root of 
the words “governor” and “cybernetic”

● Runs and manages containers
● Inspired and informed by Google’s 

experiences and internal systems
● Supports multiple cloud and 

bare-metal environments
● Supports multiple container 

runtimes
● 100% Open source, written in Go

Manage applications, not machines



HISTORY

Brendan Burns (Microsoft), Joe Beda and Craig McLuckie (Heptio)



HISTORY

● Announced by Google in mid-2014.
● Successor of Google's Borg system
● Many Borg Contributors
● Project Seven
● Seven spokes 

on the wheel



 Google Cloud Platform

kubelet
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 Google Cloud Platform

      UI

           

  All you really care about  

API
Container

Cluster



WHY 
KUBERNETES?

● #GIFEE

● Open Source

● Google Governance

● Release Cycle: three months

● Contributions from lot of parties
Google, CoreOS, Red Hat, IBM, Huawei

● Available in all clouds

● Available on premises

● Ubiquitous
GKE, Azure, AWS

● Will be the Operating System of the 
Datacenter

● 3000+ projects on top of Kubernetes



POD in K8S

Pod Centric View

from Roland Huss 
https://github.com/ro14nd-talks/kubernetes-patterns



DEMO



GONE WITH THE 
WIND

Say Good Bye to

● Package Management
● Config Management
● Network Setup

INSTEAD NOW

● The Microservices Paradigm
○ What is different
○ Organisational and technical impact
○ Stateless Applications: Cattle vs pets
○ Pods
○ Services
○ Ingress

● 12 factor https://12factor.net/
● Patterns
● Implementing Patterns 

○ Helm Charts
○ Service Discovery

https://12factor.net/


GOOGLE *AAS Pyramide

Functions

App Engine

Containers

Virtual Machines

Google Infrastructure

Event driven functions

Web apps & APIs

GKE

Infrastructure



DO I HAVE TO RUN IT IN THE CLOUD?

WHAT ABOUT OUR 
FREEDOM?

WHY NOT RUNNING 
YOUR OWN PaaS 
CLOUD?



FREE VERSION



Red Hat's Largest Deals Now Coming from OpenShift Containers
The largest deal was virtually entirely OpenShift, actually two of the top four were primarily OpenShift," Red Hat CEO Jim Whitehurst said 
during his company's earnings call. "Two of the others were virtually entirely OpenStack”.

https://www.serverwatch.com/server-news/red-hats-largest-deals-now-coming-from-openshift-containers.html

RED HATs OPENSHIFT



THERE IS NOTHING LEFT TO DO?

My Datacenter is automated, what now? I feel useless?

Wait, wait wait…

● Automating the Platform is a MUST
● Chaos Engineering
● Distributed Data Center
● Better Testing
● More Sophisticated Distributed Applications



CLD
Continuous Live 
Delivery and 
Deployment

● (Nearly) Automated
● Quality Gates
● Tests on different levels
● Continuous Live

○ Delivery (ready)
One manual step

○ Deployment (done)
Fully Automated

By Grégoire Détrez, original by Jez Humble - This file was derived from:  Continuous Delivery process diagram.png, CC BY-SA 4.0, 
https://commons.wikimedia.org/w/index.php?curid=43977816By Grégoire Détrez, original by Jez Humble - This file was derived from:  Continuous Delivery 
process diagram.png, CC BY-SA 4.0, https://commons.wikimedia.org/w/index.php?curid=43977816



Google Spinnaker

Like

● Jenkins
● Travis
● Teamcity
● Gitlab CI
● Amazon Pipeline
● Concourse
● ...



OpenShift 
Deployment 
Pipeline

S2I: Source to Image



Our Pipeline

DEMO TIME



Chaos Resilience 
Engineering 

Netflix Simian Army

From Chaos Monkey to 

Chaos Kong



Google SRE
● Every application can be 

stopped any time
● Memory overcommit
● Effective 10%
● 800M$ savings at 8G$ / year 

Data Center costs

Mandy Waite



TRY TO STAY ABOVE 
THE CLOUDS!

QUESTIONS?



AND WHAT ABOUT SECURITY?



LAYOUT



YOU CAN HARDEN YOUR CONTAINERS

Intel: Clear Containers

Google: gVisor

https://techcrunch.com/2018/05/02/google-open-sources-gvisor-a-sandboxed-container-runtime/

https://techcrunch.com/2018/05/02/google-open-sources-gvisor-a-sandboxed-container-runtime/


CONTAINERS OR VIRTUALIZATION

Topic Container Virtualization

Isolation OS Level, 
OS namespaces

CPU Level: 
Ring 0/Ring 3

foreign CPU no yes, with emulation

foreign kernels, OS no yes kernel is 
common

emulated devices no yes security

host devices direct virtio driver security

CPU performance 100% 95%

IO performance 100% <<100%

root isolation yes yes USER 
directive

CPU cache attacks easy possible PoC ?



CONTAINERS vs VMs

Keen on updating your entire 
Infrastucture?

https://www.heise.de/security/meldung/Spectre-NG-Intel-Prozessoren-von-neuen-hochriskanten-Sicherheitslueck
en-betroffen-4039302.html

2013 Side Channel Attacks Predicted

By GAL DISKIN

https://events.ccc.de/congress/2013/Fahrplan/system/attachments/2266/original/Gal_Diskin_-_Virtually_Impossib
le_-_30C3__release_version_.pdf

https://www.heise.de/security/meldung/Spectre-NG-Intel-Prozessoren-von-neuen-hochriskanten-Sicherheitsluecken-betroffen-4039302.html
https://www.heise.de/security/meldung/Spectre-NG-Intel-Prozessoren-von-neuen-hochriskanten-Sicherheitsluecken-betroffen-4039302.html
https://events.ccc.de/congress/2013/Fahrplan/system/attachments/2266/original/Gal_Diskin_-_Virtually_Impossible_-_30C3__release_version_.pdf
https://events.ccc.de/congress/2013/Fahrplan/system/attachments/2266/original/Gal_Diskin_-_Virtually_Impossible_-_30C3__release_version_.pdf


QEMU is CRAP

KVM is fine

https://cloudplatform.googleblog.com/2017/01/7-ways-we-harden-our-KVM-hypervisor-at-Google-Cloud-security-
in-plaintext.html

https://cloudplatform.googleblog.com/2017/01/7-ways-we-harden-our-KVM-hypervisor-at-Google-Cloud-security-in-plaintext.html
https://cloudplatform.googleblog.com/2017/01/7-ways-we-harden-our-KVM-hypervisor-at-Google-Cloud-security-in-plaintext.html

